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in Low-Performing Schools to Increase

Students’ Academic Achievement
CRISTIÁN BELLEI
University of Chile, Chile

ABSTRACT. This is an impact evaluation of the Tech-
nical Support to Failing Schools Program, a Chilean com-
pensatory program that provided 4-year in-school technical
assistance to low-performing schools to improve students’
academic achievement. The author implemented a quasi-
experimental design by using difference-in-differences esti-
mation combined with propensity scores matching procedures
to estimate treatment effects. The main findings were the fol-
lowing: (a) the program had positive effects on fourth-grade
students’ achievement in both language and mathematics; (b)
program effect size was 0.23 standard deviations, and not sen-
sitive to control for covariates; (c) there were larger effects
for students in the middle part of the students’ test-score dis-
tribution; (d) after the intervention had ceased, the program
impact declined rapidly; and (e) the program reduced grade
retention by 1.5 percentage points.

Keywords: at-risk students, compensatory education, profes-
sional development, program evaluation, urban education

T he effectiveness of alternative school-improve–
ment proposals, particularly compensatory pro-
grams that are highly focused on student academic

achievement, is the subject of much debate. Compensatory
programs are regarded as alternatives to more controversial
educational policies, such as modifying the nature of school
governance or the student body composition of a school,
and they have been a key component of the educational-
equity agenda in many parts of the world, including the
United States and Latin America. In this article I report
an impact evaluation of the Technical Support to Failing
Schools (TSFS) Program, a recent Chilean compensatory
program that provided 4-year in-school technical assistance
to low-performing schools to improve students’ academic
achievement.

Characteristically, most compensatory programs in educa-
tion are temporally limited and targeted at specific student
populations that possess a common disadvantage consid-
ered to hinder their educational success (Bouveau, 2004).
Some of the most well-known compensatory programs in
education include Educational Priority Areas in England,

Better Schooling for Educationally Deprived Students
(Title I) in the United States, and Priority Education Zones
in France. While some compensatory programs simply sup-
ply additional financial resources to their target populations,
others provide more complex interventions, including sup-
plementary teacher training, enhanced pedagogic materials,
and extra school services, among others (Gajardo, 2004;
Winkler, 2000).

The impact of compensatory educational programs on stu-
dent academic achievement has proven very difficult to eval-
uate in an unbiased fashion. The main challenge is providing
a compelling counterfactual—that is, what the distribution
of student achievement would have been in the absence of
the intervention. Often, the target population is unique or
fully covered by the program, eliminating the possibility of
obtaining a reasonable control group (Rossi, Lipsey, & Free-
man, 2003; Weiss, 1998).

The most relevant compensatory program in the United
States has been Title I of the Elementary and Secondary Edu-
cation Act (Borman & D’Agnostino, 2001; Kosters & Mast,
2003).1 Although, as previous mentioned, several European
countries have also implemented compensatory educational
programs, these are typically interventions that are more
structured and that have been implemented in educational
systems in which state authorities have more direct con-
trol over the schools and the program implementation. In
contrast, Chile possesses a highly decentralized educational
system and the TSFS Program (the focus of this study) was
implemented simultaneously by several autonomous non-
governmental institutions. In this respect, the evaluation of
Title I offers a more appropriate point of comparison for an
impact evaluation of the TSFS Program.

Many studies have attempted to evaluate the impact of Ti-
tle I programs on subsequent student achievement. Unfortu-
nately, most of them have suffered from serious methodologi-
cal weaknesses: Many did not identify—or even include—an
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adequate control group, did not use comparable outcome
measures, and most were not conducted in nationally repre-
sentative samples (Borman & D’Agostino, 2001; Kosters &
Mast, 2003; McDill & Natriello, 1998). These limitations
have induced great heterogeneity in the estimated sizes of
the obtained program effects. For example, Kosters and Mast
(2003) reported 80 estimates of Title I impact on students’
National Assessment of Educational Progress scores, with an
effect size ranging from −0.6 to +0.3 of a standard deviation.

The Sustaining Effects Study (Carter, 1984) and the
Prospects Study (Borman, D’Agostino, Wong, & Hedges,
1998; Puma et al., 1997) are two of the most relevant stud-
ies of the impact of Title I. Both are longitudinal studies
of nationally representative samples of roughly 120,000 and
40,000 primary students, respectively. The Sustaining Effects
Study found a statistically significant effect of the Title I in-
tervention on students’ mathematics achievement in Grades
1–6, and on their language achievement in Grades 1–3; it
also found some evidence of greater effectiveness of the inter-
vention among moderately disadvantaged students (Carter,
1984). Additionally, the Prospects Study found that Title I
funded interventions were not sufficient to close the achieve-
ment gap between Title I and nondisadvantaged students
(Puma, 1999; Puma et al., 1997); however, when compared
to similar nonparticipating students, Title I students (espe-
cially those with the greatest advantages) showed greater
achievement gains (Borman, et al., 1998). Complementar-
ily, one meta-analysis of methodologically rigorous Title I
evaluations that were completed between 1966 and 1999 es-
timated an average effect size of slightly more than one tenth
of a standard deviation in student achievement—mainly in
language and mathematics in primary school (Borman &
D’Agostino, 2001). These authors also reported that the es-
timated effect size was greater in mathematics and for chil-
dren in the lower grades. Finally, an additional meta-analysis
of 232 impact evaluations of 29 comprehensive school re-
forms, also funded by Title I, reported an average effect size
of about 0.15 of a standard deviation, and the mean esti-
mated effect size among the programs having the strongest
evidence ranged from 0.15 to 0.21 of a standard deviation
(Borman, Hewes, Overman, & Brown, 2003).

Most compensatory programs implemented in Latin
American countries have not been oriented directly to-
wards the improvement of students’ academic achievement
(Gajardo, 2004). Accordingly, prior research on compen-
satory programs in Latin America has been mainly fo-
cused on increasing educational coverage in the population
of eligible children and improving the conditions of the
schools they attend, instead of focusing directly on the im-
provement of student’s academic performance. Within these
constraints, limited evidence points to the very low im-
pact, if any, of compensatory programs on student academic
achievement (Reimers, 2000a, 2000b; Winkler, 2000).

In Chile, there have been few methodologically rigor-
ous evaluations of the impact of compensatory programs
on students’ academic achievement. Chay, McEwan, and

Urquiola (2005) used regression-discontinuity methods to
estimate the causal impact of the P-900 program2 on Grade
4 mathematics and Spanish language achievement between
1990 and 1992 and found that it was considerable, with an
effect size of about one fifth of a standard deviation. A sec-
ond more comprehensive evaluation of the impact of the
same program on Grade 4 average mathematics and Spanish
language achievement used a difference-in-differences de-
sign with multiple matching comparison groups. Depending
on the particular program cohort, evaluated between 1990
and 1999, the estimated effect size ranged from −0.09 to
0.36 of a standard deviation (Asesorı́as para el Desarrollo &
Santiago Consultores, 2000).

Overall, previous studies have found generally that com-
pensatory educational programs have had a positive, but
small to moderate, impact on students’ academic achieve-
ment. The effects have been more consistent on mathemat-
ics achievement than on language, and only apply to the
early primary grades. There is also evidence that programs
have been more effective for moderately low-performing stu-
dents than for extremely low-performing students.

Recently, some governments have adopted new strate-
gies to improve the effectiveness of compensatory programs
(Bouveau, 2004; Reimers, 2000a). In particular, in 2002, the
Chilean Government launched the TSFS Program, a com-
pensatory program that used nongovernment educational
experts to support failing schools in a highly decentral-
ized educational system. Providing technical assistance to
failing schools is also an educational intervention of bur-
geoning importance in U.S. education, within the context
of the No Child Left Behind Act of 2001 (2002; Finni-
gan & O’Day, 2003; Laguarda, 2003; Sheekey, Cymrot, &
Fauntleroy, 2005; Turnbull, White, Sinclair, Riley, & Pis-
torino, 2011). This practice was extensively disseminated
among U.S. districts precisely after the 1994 reauthorization
of Title I.3

In the present study I take advantage of the exogenous im-
plementation of the TSFS compensatory program in Chile to
obtain an unbiased estimate of its causal impact on students’
academic outcomes.

Supporting Failing Schools in Chile: The TSFS Compensatory
Program

Since the early 1980s, Chile has developed a nationwide
market-oriented educational system and, starting in 1990,
resources allocated to public education increased dramati-
cally. Nevertheless, the level of educational inequality, as
measured by the gap in average academic achievement be-
tween students of high and low socioeconomic status, has
remained high (Bellei & Mena, 2000; Garcia-Huidobro
& Bellei, 2003). As expected, Chilean policymakers now
wonder why both market incentives and the provision of
additional financial resources have been ineffective in im-
proving the academic achievement of students in the
most disadvantaged schools. One plausible hypothesis is
that schools and teachers in these poor areas lack the
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professional capacities to react productively to market in-
centives and to take advantage of the additional resources
(Bellei, 2003; Cox, 2003; Organization for Economic Coop-
eration and Development, 2004). The TSFS program was
expected to tackle this issue by creating school-based pro-
grams of teacher professional development.

The goal of the TSFS Program was to improve the aca-
demic achievement of students in the failing elementary
schools of Santiago by developing the professional capaci-
ties of teachers and the quality of school management. To
this end, it provided external technical assistance to failing
schools, mainly in the form of in-school teacher training.

The TSFS Program was based on four principles about
school change. First, to improve student achievement in the
target schools, teachers must alter their current teaching
practices. Second, changing teaching practice is a school-
level organizational challenge. Third, strong school leader-
ship in addition to professional teamwork among teachers is
required for planning and coordination. Finally, the quality
of the social relationships among teachers and administra-
tors in the target schools influence strongly the effectiveness
of the school in improving instruction.

The TSFS Program was implemented in 70 publicly
funded primary schools in the Santiago Metropolitan Area4

starting at the beginning of the 2002 academic year. Schools
remained in the program until the end of the 2005 academic
year. The schools that were assigned to the program were
those whose average scores on the Chilean National Test-
ing System (SIMCE) assessments of Spanish language and
mathematics, among fourth-grade students, was less than 230
at the end of the 1999 academic year.5 Additional selection
criteria (e.g., high grade retention rate, high dropout rate,
medium or large school size, school socioeconomic status,
and years of school participation in previous publicly funded
school-improvement programs) were also applied.

The program was intended to bolster the achievement of
children in the target schools up to fourth grade. Specifi-
cally, the objectives of the TSFS Program were to increase
the language and mathematics achievement of students in
targeted schools to the national average by the end of Grade
4, and to reduce the grade retention rate in participating
schools from an average of 5% to less than 2% (Ministry of
Education, 2006).

During the 4 years of program implementation, each par-
ticipating school received support from external experts
(drawn from universities and research centers) to improve
teachers’ classroom practices mainly from Grades 1–4, school
organization/management, and school social climate (So-
tomayor & Dupriez, 2007). Although there was some level of
heterogeneity among consultant teams from different insti-
tutions, they all applied a similar program intervention. Ba-
sically, during TSFS implementation, external consultants
provided target schools with the practical tools needed to
trigger the school-improvement processes, starting with the
design of a school-improvement plan. Particularly, external
consultants provided detailed teaching materials, additional

pedagogical training, in-school guidance to both teachers
and principals, and help with the diagnosis and treatment
of students with learning difficulties or behavioral problems
(Ministry of Education, 2006).

Finally, a process evaluation conducted during the sec-
ond year of implementation found that the program had
been implemented satisfactorily in most of the participating
schools and that some of the expected processes of change
were identifiable, especially at the classroom level (Programa
de las Naciones Unidas para el Desarrollo & Asesorı́as para
el Desarrollo, 2004).

Method

In this paper I report on an impact evaluation of the TSFS
Program. In order to make a causal inference about the re-
lationship between program participation and the measured
outcome, I used a difference-in-differences estimation strat-
egy to investigate whether Chilean primary school students
who attended targeted schools during the program imple-
mentation had higher academic achievement than compa-
rable students who studied in the same schools prior to the
implementation of the intervention (Meyer, 1995; Shadish,
Cook, & Campbell, 2002; Weiss, 1998; Wooldridge, 2002).
The character of the TSFS implementation allows me to
design a quasi-experiment with which to evaluate program
impact.

Implementation of the TSFS Program was restricted to
the Santiago Metropolitan Area because of financial con-
straints and the government’s wish to develop a pilot for
similar intervention programs in other regions. Therefore,
Santiago students attending program schools were arbitrar-
ily exposed to program intervention, after the program was
implemented, but not before. This arbitrariness provided ex-
ogenous variation in the primary-school experience among
Chilean students and enabled me to estimate a first dif-
ference in academic achievement between children in the
erstwhile treatment (postintervention) and control (prein-
tervention) groups. Fortunately, the SIMCE databases also
contain considerable information on the academic achieve-
ment of children in schools throughout other regions of
the country. Consequently, by using a matching procedure
based on preprogram information (including students’ aca-
demic achievement and other school covariates), I was able
to select a comparison group of observably equivalent pri-
mary schools in nonprogram metropolitan areas. Based on
the test scores of students in these latter schools, I then esti-
mated a second difference to represent any historical trend in
student achievement that differentiated cohorts of students
nationally, pre- and postimplementation. By subtracting the
estimated second difference from the first, I could remove the
effects of the secular trend from my estimate of the causal
impact of program on student achievement.

Compared to previous research on compensatory pro-
grams, my study has several methodological strengths. First,
in the context of a new policy that introduced an exogenous
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change among schools, I used propensity score matching to
create a comparison group for purposes of estimating and
removing secular trends in achievement over time. Second,
the program was in place for a long period of time, affecting
the evaluated cohort of students over 4 years, and therefore
had the potential to lead to reasonably sized differences in
student achievement. Third, I made comparisons by follow-
ing the same group of primary schools over time (moreover,
at the school level, I analyzed more than one outcome mea-
sure postprogram implementation). Fourth, outcome mea-
sures were available, at the student level, in both language
and mathematics.

Data Sets

I analyzed data from the SIMCE-1999 and SIMCE-2005
databases (my pre and post measures, respectively).6 SIMCE
is the Chilean national testing system, and assesses primary
school students in mathematics and language achievement
at the end of Grade 4, every 3 years. In 1999 and 2005, 96%
of Chilean fourth-grade students were assessed. Addition-
ally, SIMCE data sets contain individual-level background
information on the students provided by their parents for
85%–90% of the students assessed (depending on the par-
ticular covariate). The SIMCE-1999 and SIMCE-2005 data
sets also contain information on selected characteristics of
the schools that the students attend. Finally, supplementary
school-level information (i.e., geographical location, enroll-
ment, grade retention, and dropout rate) was obtained from
the School Directory, an official yearly updated database.
Thus, my study compares different cohorts of students within
the same group of schools, analyzing student- and school-
level data.

Sample

I implemented a matching procedure using propensity
score methods to create a comparison group of schools in
nonprogram metropolitan areas,7 within which I could es-
timate my required second difference.8 Specifically, I fitted
a logistic regression model in order to estimate the schools’
probabilities of being a member of the TSFS Program group
for both program schools and for all potential comparison
schools in the Valparaiso and Concepción areas. I estimated
propensity scores for each school to predict the probability of
program participation using predictors chosen applying the
criteria explicitly stated by program authorities as covari-
ates: the school average language/mathematics SIMCE-1999
score, the school grade retention rate (2001), the school
dropout rate (2001), the school enrollment (2001), the
school average socioeconomic status (1999), the school ge-
ographical location (urban/rural condition), the school type
(public or private-subsidized condition) and the number of
years that the school had participated in previous school
improvement programs. The fitted probabilities estimated

from this logistic regression model provide the school-level
probabilities (propensities) of treatment.

Finally, each of the program schools9 was matched pair-
wise with the nonprogram school having the most similar
propensity score to create a comparison group of schools,
the scores of whose students permitted me to estimate secu-
lar trends in achievement over the same time period as my
first difference was estimated in the program schools. As a
result, the program group was composed of 6,763 students
who attended 69 primary schools that participated in the
TSFS Program, and the comparison group comprised 6,341
students who attended 69 primary schools that did not par-
ticipate in the TSFS Program.

Measures

In the Appendix I present formal definitions of all vari-
ables included in the present study. The variables involved in
my difference-in-differences estimation strategy are defined
as follows:

Outcome variables: (a) item response theory (IRT)–scaled
mathematics SIMCE-2005 score and (b) IRT-scaled lan-
guage SIMCE-2005 score. SIMCE scores summarize a stu-
dent’s degree of mastery of the National Curriculum Ob-
jectives, which are compulsory for all Chilean schools,
and use IRT-equating to render scores vertically equitable
from year to year.10

Question predictors: My principal question predictors are (a)
PROGRAM, a dummy variable that indicated whether
the student attended a program school (PROGRAM =
1) or a comparison school (PROGRAM = 0) and (b)
POST, a dummy variable that indicated whether the
student attended school after the program was intro-
duced (POST = 1), or before program implementation
(POST = 0).

Covariates: In order to test the sensitivity of my program-
impact estimates, I also included in my analyses several
student- and school-level covariates relevant to the pre-
diction of student academic achievement (see the Ap-
pendix for a complete list of control variables used in the
analyses).

Data Analysis

In my data analysis, I used a standard difference-in-
differences strategy. The effect of the TSFS Program is con-
tained within the difference in students’ test scores between
the SIMCE-2005 and SIMCE-1999 achievement scores, in
the program schools (i.e., students who typically started
Grade 1 in 2002 and 1996, respectively). However, this
first difference may be contaminated by any secular trend
that has differentially affected members of the two cohorts
of students, not only in the program schools, but also in
the rest of similar Chilean schools. To remove this histor-
ical component, I estimated a second difference between
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the SIMCE-2005 and SIMCE-1999 achievement scores in
the comparison group. I implemented this difference-in-
differences strategy in a multiple regression framework, as
follows:

TestScoreij = β0 + β1PROGRAMij + β2POSTij

+β3PROGRAMij
∗POSTij

+ (εij + μ j ), (1)

where TestScoreij is either the mathematics or language
SIMCE-score of student i in school j, β1 captures the net
difference between program and comparison school students
in the pre years, β2 captures the net difference between stu-
dents tested in 2005 and 1999 in comparison (nonprogram)
schools, and the parameter associated with the two-way
PROGRAM∗POST interaction provides the difference-in-
differences estimate of the impact of the program. Finally,
εij is an individual-level error term, and μj is the school-
level error term. Thus, the proposed model accounts for
the clustering of students at the school level, and provides
an appropriate estimate of standard errors.11 In Equation
1, if β3 is positive and statistically significant (p < .05), I
can conclude that the TSFS Program increased academic
achievement among participating students.

Sensitivity Analysis

Introduction of covariates. Additional criteria (other than
official criteria) and local circumstances may account for
some part of the decision as to which particular schools en-
tered into the TSFS Program. Thus, even after propensity
score matching, program and comparison schools may still
differ on additional covariates. Similarly, because the treat-
ment condition was assigned at school level, students in the
program and comparison schools, and pre- and posttreat-
ment implementation students, may also differ on additional
relevant covariates. Hence, in order to account for the pos-
sible remaining bias, I also fitted the following regressions:

TestScoreij = β0 + β1PROGRAMij + β2POSTij

+β3PROGRAMij
∗POSTij + β4 Xj

+ (εij + μj ); (2)

TestScoreij = β0 + β1PROGRAMij + β2POSTij

+β3PROGRAMij
∗POSTij + β4 Zij

+ (εij + μj ); (3)

TestScoreij = β0 + β1PROGRAMij + β2POSTij

+β3PROGRAMij
∗POSTij + β4 Xj

+β5 Zij + (εij + μj ); (4)

where Xj is a vector of school covariates and Zij is a vector of
student covariates. If the program-effect estimate is not im-

pacted by the introduction of the covariates, I can conclude
that the nonrandom assignment did not affect the original
estimate.

Program impact on grade retention. An increase in grade
retention in the program schools can also confound an es-
timate of program impact on student test scores, because
low-performing students retained in Grades 1–3 are then
not tested by SIMCE in Grade 4. In order to tackle this
issue, I used the same difference-in-differences methodology
to estimate the impact of the program on grade retention.
Because the reduction of grade retention was also a TSFS
Program objective, this estimate is of substantive interest as
well.

Program effect at different levels of the achievement distribu-
tion. In evaluating compensatory programs (and more gen-
erally, school improvement programs), an additional objec-
tive is to estimate their impact on different student popula-
tions, particularly students with different academic skills. To
determine whether the program effect differed at different
levels of the distribution of students’ academic achievement,
I obtained difference-in-differences estimates of program ef-
fect at each decile of the students’ test score distributions in
both mathematics and language achievement.

Additional POST program measure. To explore the sus-
tainability of the program effect, I also estimated program
impact using Grade 4 SIMCE-2006 test scores as the POST
program measure. Note that this involves a different cohort
of students (who typically started Grade 1 in 2003), assessed
1 year after the program had finished.

Results

Validity of the Comparison Group

In the difference-in-differences design, the comparison
group provides an empirical estimate of the expected differ-
ence in the outcome variables that the program group would
have experienced in the absence of treatment—the so called
secular trend. This estimate serves as the important second
difference in the analysis. Thus, it is crucial to verify whether
the matching procedure to identify the comparison schools
worked with integrity when equating program and compar-
ison groups. In Table 1, I present descriptive statistics on
the program and comparison schools on selected variables
measured at both the school and student level.

As expected, program and comparison schools are highly
similar in most of the observed school-level characteristics
(see the results of the t testing for mean differences, in the
last column). Nevertheless, compared to the comparison
schools, program schools included a slightly smaller propor-
tion of public schools and aggregate SIMCE-1999 language
test scores that were lower (p < .1). Additionally, both
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TABLE 1. Sample Statistics on Selected Variables, for Program and Comparison Schools

Program Comparison

Variable n M SD n M SD t (H0: M difference = 0)

Outcome variables (school level)
MATH 1999 214.26 12.09 213.33 13.37 −0.43
LANG 1999 208.23 12.55 212.52 15.34 1.80†

School-level covariates
Language/Mathematics 1999 test score 211.25 11.64 212.93 13.13 0.80
Eligible 0.96 0.21 0.96 0.21 0.00
Urban 0.83 0.38 0.78 0.42 −0.64
Public 0.77 0.43 0.88 0.32 1.80†

SES 1999 4.59 0.86 4.54 1.04 −0.36
Enrollment 2001 462.99 243.75 416.36 273.51 −1.06
Grade Retention 2001 2.83 2.11 2.70 1.96 −0.39
Dropout 2001 2.96 4.04 2.16 3.64 −1.22
SES 2005 47.58 10.65 50.12 14.69 1.16

Student-level covariates
Income 0.74 1.16 0.59 1.13 −7.16∗∗∗

Retained 0.23 0.42 0.22 0.41 −2.11∗

Father’s education 8.30 3.29 8.31 3.33 0.18
Mother’s education 8.01 3.18 8.16 3.18 2.56∗

Schools 69 69
Student minimum 5,670 5,427
Student maximum 6,010 5,810

†p < .10. ∗p < .05. ∗∗∗p < .001.

groups of schools differ on three of the four student-level
observed covariates (recall that the matching procedure was
implemented at the school level): Students attending pro-
gram schools tended to have higher levels of grade retention
and less educated mothers (p < .05), but they also tended to
have families with higher incomes (p < .001), than did com-
parison schools. To rule out the possibility that these small
observed differences between groups produced bias in the re-
sults, I conducted two additional analyses. For a difference-
in-differences estimate, the absolute observed differences be-
tween program and comparison groups are less relevant than
the differences in changes between PRE and POST students

within the program and comparison schools, which in this
case involves two different cohorts of students. Therefore,
if my assumption concerning the equality in expectation of
students in the program schools pre- and postintervention is
correct (correcting for any secular national trend estimated
from the comparison schools over the same period), I would
expect that there to be no difference on important covariates
between these groups. I can test this assumption using the
difference-in-differences strategy itself. Accordingly, in Ta-
ble 2, I present difference-in-differences estimates obtained
for four important student-level characteristics. Notice that
the estimated difference-in-differences are close to zero over

TABLE 2. Sample Difference-in-Differences Estimates for Selected
Student-Level Covariates

DD (POSTp-PREp) – t (H0: M n n
Variable (POSTc-PREc) difference = 0) schools students

Income 0.01 0.33 138 11,677
Retained −0.02 −1.12 138 11,820
Father’s education 0.12 0.91 138 11,097
Mother’s education 0.28 2.36∗ 138 11,706

Note. Each coefficient was obtained from a different regression analysis.
∗p < .05.
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the period of analysis on all covariates except for mother’s
education, which while small, is positive and statistically
significant (p < .05). This implies that—on average—the
mother’s education was increasing slightly faster in the pro-
gram schools than in the comparison schools.

Finally, I conducted a test proposed by Winship and Mor-
gan (1999) to verify whether small differences between both
groups on unobserved variables can bias the program effect
estimate. In this test, I fitted four regression models (base-
line, with school covariates, with student covariates, and
with school and student covariates) to data on only prepro-
gram observations in both program and comparison schools
(i.e., SIMCE-1999), to determine whether I could detect
a false program effect before the introduction of the treat-
ment. Because no treatment was actually applied at that
period, the presence of a statistically significant pseudopro-
gram effect would suggest that initial differences between
both program and comparison schools were impacting the
outcome. I present the results of this test in Table 3. I de-
tected no statistically significant differences in mathematics
test scores in any of the four regression models. The find-
ings for language scores were more complex. The first row of
the table indicates that students in the comparison schools
scored higher than students in program schools on language
outcomes (p < .05). However, the results obtained in the
fitting of Model 4, in which I added observed student- and
school-level covariates (and also in Model 2, in which I
included only school-level covariates), show that this dif-
ference is zero. In other words, in addition to the matching
procedure, the inclusion of additional covariates succeeds in
rendering an unbiased program impact estimate on language
achievement.

On the basis of the previous analyses, I conclude that
neither unobserved variables nor initial differences between
program and comparison groups confounded my estimates of
the causal effect of TSFS Program reported in the following
sections.

Difference-in-Differences Estimates of Program Effect

In Table 4, I present the results of fitting the four re-
gression models in Equations 1–4 for both the mathematics
and language outcomes. The estimated effect of program
participation in both the mathematics and language, unad-
justed for the impact of covariates (i.e., Model 1), is 10.57
and 11.77 SIMCE scores, respectively (p < .001). As part
of the sensitivity analysis (also in Table 4), I introduced
school-level covariates (Model 2) and student-level covari-
ates (Model 3) for both the mathematics and language out-
comes, and, finally, I controlled for school- and student-level
covariates simultaneously (Model 4). School-level controls
include all the variables used in the propensity score estima-
tion, plus some relevant school characteristics measured in
2005 and the corresponding mathematics or language pre-
program value. As shown in Table 4, the magnitude of the

TABLE 3. Average Differences in SIMCE-1999 Test
Score Between Students Attending Program and
Comparison Schools, Without, and with Selected
School-Level and Student-Level Covariates

Outcome variable

Mathematics Language

Model 1: Without
covariates

−0.17 −5.12∗

Model 2: With
school-level covariates

−0.07 −0.02

Model 3: With
student-level covariates

−1.25 −6.06∗∗

Model 4: With school- and
student-level covariates

−0.65 −0.73

Maximum number of
students

7,796 7,800

Note. Each coefficient was obtained from a different regression anal-
ysis. School-level covariates include Lang/Math 1999 test score,
Eligible, Urban, Public, SES 1999, Enrollment 2001, Grade Re-
tention 2001, Dropout 2001, MATH 1999, and LANG 1999.
Student-level covariates include: Income, Retained, Father’s ed-
ucation, and Mother’s education.
∗p < .05. ∗∗p < .01.

estimated program effect on both mathematics and language
achievement remains unaffected and statistically significant
(p < .001) in these three regression models.

These findings strongly support my conclusion that the
TSFS Program has had a positive and statistically significant
effect on students’ academic achievement in mathematics
and language academic achievement. After controlling for
student and school characteristics, the estimated average
program effect was about 10.84 in mathematics (ES = 0.23
standard deviations), and about 11.14 in language (ES =
0.23 standard deviations),12 which represents a medium ef-
fect size.

Program Impact on Grade Retention

In Table 5, I present two difference-in-differences es-
timates of program impact on grade retention rate. Note
that because grade retention rate is a school-level outcome,
these estimates are based on school-level regression models:
first, I estimated the causal impact of the program uncon-
trolled for other covariates (Model 1); then, I added sev-
eral relevant school-level control variables (including school
dropout which is a sensitive issue in this analysis; Model 2).
In both models, program participation has a statistically sig-
nificant negative effect on grade retention rate (p < .05).
Note that the introduction of control variables increased
the negative program effect estimates slightly.

My best estimate of the program impact, reported in
Model 2, is −1.48 percentage points, which represents a
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TABLE 4. Taxonomy of Fitted Multilevel Regression Models, Demonstrating the Relationship Between Student’s Test Score
(Mathematics and Language) and Program Participation, Controlling for Selected School-Level and Student-Level Covariates

Mathematics Language

Variable Model 1 Model 2 Model 3 Model 4 Model 1 Model 2 Model 3 Model 4

PROGRAM∗POST 10.57∗∗∗ 10.21∗∗∗ 11.20∗∗∗ 10.84∗∗∗ 11.77∗∗∗ 11.46∗∗∗ 11.38∗∗∗ 11.14∗∗∗

Program −1.08 0.12 −2.04 −0.49 −6.24∗∗ −1.15 −7.13∗∗∗ −1.72
POST −1.76 −1.80 −5.30∗∗∗ −5.23∗∗∗ 8.89∗∗∗ 8.84∗∗∗ 5.48∗∗∗ 5.49∗∗∗

Eligible 1.08 1.41 1.88 0.91
Lang/Math 1999 −0.21 −0.21 0.13 −0.00
Urban −2.61 −1.83 −2.42 −0.74
Public −1.66 −1.83 −2.05 −2.34
SES 1999 0.09 1.50† 0.39 1.73∗

Enrollment 2001 −0.00 −0.00 −0.01 −0.01
Grade Retention 2001 1.19∗∗∗ 1.70∗∗∗ 1.13∗∗ 1.25∗∗

Dropout 2001 −0.27 −0.35 −0.26 −0.34
Enrollment 2005 −0.00 −0.00 0.00 0.00
Grade Retention 2005 −0.27 −0.09 −0.23 0.04
Dropout 2005 −1.14∗∗∗ −1.15∗∗∗ −1.26∗∗∗ −1.20∗∗∗

SES 2005 −0.11 −0.06 −0.02 0.08
SES MID 7.86∗ 2.64 7.28∗ 1.77
SES MIDLOW 3.12 1.81 1.90 −0.76
PRE test Math or Lang 0.73∗∗∗ 0.63∗∗∗ 0.49∗∗∗ 0.49∗∗

Income 1.29∗∗ 1.27∗∗ 1.08∗ 1.03∗

Retained −14.24∗∗∗ −13.91∗∗∗ −16.51∗∗∗ −16.05∗∗∗

Father’s education 1.04∗∗∗ 1.02∗∗∗ 1.21∗∗∗ 1.20∗∗∗

Mother’s education 1.71∗∗∗ 1.69∗∗∗ 1.71∗∗∗ 1.68∗∗∗

Intercept 216.53∗∗∗ 112.26∗∗∗ 199.77∗∗∗ 107.50∗∗∗ 216.12∗∗∗ 86.03∗∗∗ 199.16∗∗∗ 86.28∗∗∗

R2 between schools 1.7% 60.8% 21.6% 50.0% 0.9% 68.5% 27.1% 58.9%
R2 within schools 0.5% 0.5% 5.1% 5.1% 2.7% 2.7% 8.2% 8.2%
n students 13,067 13,067 10,178 10,178 13,104 13,104 10,196 10,196

Note. Schools n = 138.
†p < .10. ∗p < .05. ∗∗p < .01. ∗∗∗p < .001.

medium to large effect size of 0.49 standard deviations in
grade retention rate,13 implying that the TSFS Program re-
duced grade retention among participating schools substan-
tially. This is not only a positive program outcome, but is
also proof that the estimated effect of the program on the
academic achievement of students is not driven by a dis-
proportionate increase in grade retention among participant
schools.

Program Effect at Different Levels of the Achievement
Distribution

To determine whether the program effect differed at differ-
ent levels of the distribution of students’ academic achieve-
ment, I obtained difference-in-differences estimates of the
program effect at each decile of the students’ test score distri-
butions in both mathematics and language achievement, by
implementing a quantile regression analysis. I only included
school-level covariates in order to preserve the total sample
(i.e., the analysis is equivalent to Model 2 in Table 4). I dis-
play the results in Figure 1 (see Table A2 in the Appendix

for the exact coefficients). As shown, the estimated effect of
the program was positive along the entire distribution of stu-
dent achievement. In addition, the estimated effect size in
mathematics and language achievement is somewhat larger
in the middle portion of the students’ test scores distribu-
tion (especially between deciles 2 and 7), ranging from 0.12
to 0.31 standard deviations in language, and from 0.12 to
about 0.27 standard deviations in mathematics. This evi-
dence suggests that the TSFS Program increased the average
test scores of students in the participant schools by increas-
ing the academic results for the general student population,
and not by focusing only on one subgroup of students.

Sustainability of the Program Impact

Finally, a critical issue about effective compensatory ed-
ucational programs is whether their positive results are pre-
served when the program intervention has ceased. To in-
vestigate this question, I fitted the four defined regression
models using 1-year posttreatment data to estimate the pro-
gram impact in a different cohort of students: fourth graders
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TABLE 5. Fitted School-Level Regression Models,
Demonstrating the Relationship Between the Grade
Retention Rate and Program Participation of Schools,
Controlling for Selected School-Level Covariates

Outcome: Grade
Retention 2005

Variable Model 1 Model 2

Program impact −1.28∗ −1.48∗

Intercept 3.73∗∗∗ 18.73∗∗∗

Grade Retention 2001 0.72∗∗∗ 0.64∗∗∗

Eligible −2.06
Public −1.49†

Urban −0.67
SES 1999 0.20
SES 2005 0.00
Enrollment 2001 −0.00
Enrollment 2005 0.01
Dropout 2001 0.04
Dropout 2005 0.19
SES MID −0.67
SES MIDLOW −0.92
Lang/Math 1999 −0.02
Mathematics 2005 −0.02
Language 2005 −0.02

R2 18.2% 32.9%
n schools 138 138

†p < .10. ∗p < .05. ∗∗∗p < .001.

in 2006. I present the results in Table 6 for both mathematics
(upper panel) and language (lower panel) test scores.

As shown, according to the results of all four regression
models, the TSFS Program did not have an effect on stu-
dents’ language academic achievement 1 year after the con-
clusion of the program. Nevertheless, the estimates in Ta-
ble 6 indicate consistently that the program did have a sta-
tistically significant positive effect on students’ mathematics
test scores. The estimated effect size of the program im-
pact on mathematics achievement ranges from 0.08 to 0.09
standard deviations, depending on the model specification,
which is a comparatively small effect size. Note that this
program effect on mathematics results of the 2006 fourth-
grade students is about one third of the estimated effect on
the 2005 fourth-grade students, which I reported in Table 4.
Taken as a whole, these findings suggest that the effect of the
TSFS Program diminishes rapidly 1 year after the program
has ended, and remains noticeable only for mathematics
academic achievement.14 In order to have a visual represen-
tation of the main research results, Figures 2 and 3 display the
evolution of the estimated mean academic achievement (in
mathematics and language, respectively) for students attend-
ing program and comparison schools. These graphs show a
somewhat different pattern between both subjects: Whereas
in mathematics the program group increased their academic
achievement only during the TSFS Program intervention
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FIGURE 1. Estimated program effect at different levels
of the students’ academic achievement distribution.
Difference-in-differences estimates of the program effect
at the 10th, 20th, 30th, 40th, 50th, 60th, 70th, 80th,
and 90th percentile of the students’ test-score
distributions in both mathematics and language.
Outcome variable: SIMCE test scores 2005;
student-level analysis (effect size calculated in standard
deviation units). All coefficients are statistically
significant (p < .05). School-level covariates include
Lang/Math 1999 test score, Program, POST, Eligible,
Urban, Public, SES 1999, Enrollment 2001, Grade
Retention 2001, Dropout 2001, Enrollment 2005,
Grade Retention 2005, Dropout 2005, SES 2005,
SES MID, SES MIDLOW.

and then decreased it slightly, in language, program par-
ticipants increased their academic achievement during the
entire period but at a different rate. Therefore, the key to
understand the difference in the estimated program impact
between both subject matters in the follow-up assessment is
the positive trend experienced by the comparison group in
language test scores. Overall, Figures 2 and 3 demonstrate
the high sensitivity of the students’ academic achievement
to the presence of the TSFS Program intervention.

Discussion

In this article I presented an impact evaluation of the
Chilean TSFS Program, which provided 4-year external
technical assistance (mainly in-school teacher training) to
low-performing elementary schools in Santiago to improve
students’ academic achievement. I implemented an empir-
ical strategy of difference-in-differences in the context of a
quasi-experimental design to obtain an unbiased estimate of
the causal effect of the TSFS Program on students’ academic
achievement. In particular, I obtained the first difference in
academic achievement from two cohorts of students attend-
ing participating schools postprogram (treatment group) and
preprogram intervention (control group), and the second
difference, from students attending observably equivalent
schools in nonprogram metropolitan areas during the same
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TABLE 6. Program Impact 1 Year After Treatment: Fitted Multilevel Regression Models, Demonstrating the Relationship
Between Students’ Test Scores (Mathematics and Language) and Program Participation, Controlling for Selected School- and
Student-Level Covariates

Variable Model 1 Model 2 Model 3 Model 4

Outcome: mathematics
Program Impact 4.42∗ 4.24∗ 3.89∗ 3.58†

Control for school-level covariates NO YES NO YES
Control for student-level covariates NO NO YES YES
R2 between schools 0.7% 49.2% 22.3% 45.3%
R2 within schools 0.2% 0.2% 3.4% 3.4%
N students 12,780 12,780 10,544 10,544

Outcome: language
Program Impact 1.00 0.79 0.72 0.35
Control for school-level covariates NO YES NO YES
Control for student-level covariates NO NO YES YES
R2 between-schools 4.1% 67.8% 15.5% 62.3%
R2 within-schools 2.0% 2.0% 5.0% 5.0%
N students 12,869 12,780 10,584 10,584

Note. School n = 138. School-level covariates include Lang/Math 1999 test score, Eligible, Urban, Public, SES 1999, Enrollment 2001, Grade
Retention 2001, Dropout 2001, SES 2006, SES MID, SES MIDLOW, SES LOW, Enrollment 2006, Dropout 2006, Grade Retention 2006. Student-
level covariates include: Income, Father’s education, and Mother’s education. POST-measure was 1 year after program implementation (SIMCE 2006).
†p < .10. ∗p < .05.

period of time (comparison group). I selected the comparison
group using a propensity scores matching procedure. By sub-
tracting the second difference from the first, I attempted to
remove any historical trend in student achievement from my
estimate of the causal impact of the program. Finally, I also
controlled for several school- and student-level covariates.

FIGURE 2. Estimated evolution of the average students’
mathematics achievement in program and comparison
schools. Outcome variable was SIMCE mathematics
scores 1999 (PRE), 2005 (POST), and 2006 (1-year
follow-up). Estimated SIMCE test scores for program
and comparison groups, based on the corresponding
multiple regression model (4) from Tables 4 and 6. See
text for details.

I summarize the main findings of my study as follows.
First, the TSFS Program had a statistically significant posi-
tive effect on fourth-grade students’ academic achievement
in both language and mathematics. Second, the estimated
average program effect size was about 0.23 standard devia-
tions in language and mathematics, and it was not sensitive

FIGURE 3. Estimated evolution of the average students’
language achievement in program and comparison
schools. Outcome variable: SIMCE language scores
1999 (PRE), 2005 (POST), and 2006 (1-year
follow-up). Estimated SIMCE test scores for program
and comparison groups, based on the corresponding
multiple regression model (4) from Tables 4 and 6. See
text for details.
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to control for relevant school- and student-level covariates.
Third, although the program had a positive effect along
the entire students’ test-score distribution, there were larger
effects for students situated in the middle part of that distri-
bution (i.e., students scoring between deciles 2 and 7). The
estimated program effect size measured at different deciles
ranged from about 0.12 to about 0.30 standard deviations
in SIMCE scores. This pattern was similar for language and
mathematics academic achievement. Fourth, after the pro-
gram intervention had ceased, program impact on test scores
tended to decline rapidly: I found no program effect on lan-
guage academic achievement in fourth graders evaluated 1
year after program implementation, and I estimated only a
small positive effect on mathematics achievement (about
one third of the original estimate). Finally, the TSFS Pro-
gram also had a statistically significant negative effect on
grade retention (which was also a program goal) with an
estimated program impact of −0.49 standard deviations on
grade retention rate among participant schools, a relatively
medium to large effect size.

According to previous research on compensatory pro-
grams, the size of the estimated TSFS Program effect on
students’ academic achievement is noteworthy. It is about
double the average effect size reported by evaluations of
the U.S. Title I (Borman & D’Agostino, 2001), larger than
the estimated impact of U.S. comprehensive school reform
programs (Borman et al., 2003), and larger than the im-
pact of the P-900 (Chay et al., 2005), the most relevant
previous Chilean compensatory program in education. In
addition, these findings indicate that the program impacted
both mathematics and language academic achievement, in
contrast to previous research that has found more con-
sistent program effects on mathematics than on language
achievement. Hence, from this point of view, the TSFS
Program has been a comparatively successful educational
policy.

What are the factors that could explain the effective-
ness of the TSFS Program? My study did not consider this
issue, but I can formulate some hypotheses based on ad-
ditional evidence provided by recent qualitative research
on the TSFS Program (Bellei, Raczynski, & Osses, 2010;
Sotomayor & Dupriez, 2007). First, the kind of technical
assistance that external consultants provided to schools was
oriented to tackle practical real-work issues, by implement-
ing in situ teacher training and mentoring, and different
ways of coaching school principals. According to special-
ized literature, this type of professional development has
been demonstrated to be more effective than the tradi-
tional approach based on courses taken at the universities
(Elmore, 2004). Second, most of the external technical
support teams implemented interventions designed around
the findings of the school effectiveness and school im-
provement research: structured pedagogy, focus on class-
room tasks, intensive use of materials guiding teaching
practices, and directive and planned school change (Bellei
Muñoz, Pérez, & Raczynski, 2004; Scheerens, 2000). Third,

the TSFS Program incorporated some school account-
ability mechanisms, such as the use of external compul-
sory tests of students’ academic achievement to set and
evaluate school goals, and the threat of public sanctions
for schools that failed to attain the defined goals at the
end of the program.15 Finally, the program intervention
lasted 4 years, which is considered to be a minimum pe-
riod of time for school improvement plans to be effec-
tive.16 Future researchers should test the plausibility of these
hypotheses.

A critical question for a pilot program such as the TSFS is
whether its estimated impact on students’ academic achieve-
ment can be replicated in different geographical zones or in
a larger school population. Scaling up educational innova-
tions requires subtle designs and careful implementations to
overcome several cultural, organizational and institutional
barriers present in the field of education (Elmore, 1996;
Fullan, 1999). Presently, the Chilean government is ex-
panding the use of external technical assistance to support
school improvement plans focused on low-income students
nationwide. For this purpose, the Ministry of Education or-
ganized a National Directory of Technical Assistance. The
most challenging requirement for a successful expansion of
the TSFS Program is the availability of high-quality con-
sultant teams. In the TSFS Program, technical assistance
was provided by skilled advisors, working mainly at the uni-
versities and prestigious research centers, who had institu-
tional support to take part in a 4-year endeavor. This is
not the case for most of the consultants participating in
the recently created National Directory of Technical Assis-
tance. Many of them work in small for-profit organizations
or are independent professionals, have highly variable levels
of experience and professional skills, and provide short-term
advisory services within an autonomous market dynamic of
demand–supply relationship between schools and techni-
cal assistance providers. Therefore, the effect of the TSFS
Program estimated by this study may not necessarily be ex-
tended equally in this new educational policy setting. In
this respect, the strategy followed by No Child Left Behind
Act of 2001 (2002) of funding 16 Regional Comprehensive
Centers to provide technical assistance to states and local
districts, in order to improve their capacity to support school
improvement processes, seems more promising to scaling up
educational changes (Turnbull et al., 2011); nevertheless,
its impact on students’ academic achievement has not been
evaluated yet.

On the other hand, conclusions as to the effectiveness
of the TSFS Program should be made with caution given
the observed disappearance of the TSFS effect on language,
and its substantial decrease on mathematics 1 year after the
conclusion of the program. This finding raises the ques-
tion of the sustainability of the effect of the TSFS Pro-
gram. In a recent study on this kind of external technical
assistance programs in Chile (Bellei et al., 2010), some ev-
idence of changes in classroom practices promoted by the
programs was found, but there was no evidence of changes

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

id
ad

 d
e 

C
hi

le
] 

at
 1

1:
54

 0
3 

Fe
br

ua
ry

 2
01

4 



246 The Journal of Educational Research

in teachers’ capacities and enduring professional skills. This
gap between monitored and autonomous school improve-
ment may help to explain the pattern observed in this
study.17

Additionally, there is a risk involved in using students’ test
scores for accountability purposes: Schools can concentrate
their effort on the group of students whose test scores will be
considered to evaluate their level of accomplishment with
the defined goals. In fact, since the beginning of the inter-
vention (2002), schools participating in the TSFS Program
knew that they would be evaluated by the SIMCE results of
the Grade 4 2005 cohort of students. This was also stated
in the contract between the Ministry of Education and the
external consultant teams. This kind of educational policy
design can cause spurious increments on test scores (Koretz,
2008). While there is no direct evidence to support this hy-
pothesis, it is highly consistent with the findings reported
in this article. Notice that, as I also detected a similar pat-
tern of diminishing program impact for science test scores
(a subject matter that was not included in the official TSFS
Program goals), my findings suggest a focus on the cohort
more than a focus on the test effect. The issue of what kind
of (intended and unintended) behaviors will be elicited by
different school accountability designs has become a con-
troversial educational policy debate in several countries, es-
pecially in the United States with the implementation of
the No Child Left Behind Act. Present evidence suggests
the need for prudence in implementing these sorts of poli-
cies because teachers, principals and students can respond
in unpredictable and undesirable ways.
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NOTES

1. Launched in 1965, the program supplied additional funds to local
educational administrations that served areas with defined concentrations
of low-income families. The goal was to improve the education provided
to disadvantaged students. Given the high level of autonomy of U.S. local
authorities, Title I encompassed a great many heterogeneous educational
interventions under this single funding umbrella. Technically, the current
No Child Left Behind Act of 2001 (2002) is a reauthorization of this
program.

2. The P-900 Program was the most important Chilean compensatory
educational program implemented during the 1990s. It provided extra sup-
port (including teaching materials, teacher training, and extra-curricular
activities) to low-performing primary schools that served low-income stu-
dents. It was the most direct antecedent of the TSFS Program.

3. Certainly, according to studies such as Trends in International Math-
ematics and Science Study and Programme for International Student As-
sessment, U.S. and Chilean students—on average—perform very different
in mathematics and language tests; nevertheless, in relative terms, these
international comparisons show that both educational systems face similar
challenges related to high levels of inefficiency and inequity. Addition-
ally, both countries have educational systems in which local authorities
are responsible for the administration of public schools, which creates a
complex scenario for the design and implementation of nation-level ed-
ucational policies; as a consequence, U.S. and Chilean policymakers are

promoting the kind of programs here discussed in the context of standard
based reforms.

4. The implementation of the program was limited to the Santiago
metropolitan area for financial reasons, and as a pilot for other regions of
the country.

5. The combined average score on these same tests was 250, nationally,
and the standard deviation of the school mean was about 28.

6. I did not use SIMCE-2002 scores as the PRE measure, because the
TSFS Program started in 2002. Because SIMCE was applied at the end of
the academic year, the 2002 data may be affected by 1 year of treatment.

7. In the rest of the article, schools that entered the TSFS Program are
referred to as the program schools and the schools that did not participate in
the program are referred to as the comparison schools. Preprogram students
are identified as the cohort of students who were tested before implementa-
tion and postprogram is the cohort of students tested after implementation.
Finally, the group of students who attended program schools after program
implementation is referred to as treated students.

8. Note that since program participation was decided at school level, I
implemented the matching procedure at school level as well.

9. One of the 70 program schools did not have POST measures and was
dropped from the sample.

10. As part of the sensitivity analysis, I also estimated program impact
on grade retention rate (i.e., a school-level outcome).

11. Following Singer (1998), I estimated Model 1 and all other models
using the MIXED procedure in SAS (Version 8.2, SAS Institute, Cary, NC)
to account for the clustering of students within school, and to correctly
compute standard errors.

12. To compute effect sizes, I divided the estimated regression coef-
ficients by the standard deviation of the corresponding outcome in the
program group: math (SD = 47.57) and language (SD = 48.33).

13. To compute effect sizes, I divided the estimated regression coefficient
by the standard deviation of the corresponding outcome in the program
group: Grade retention rate (SD = 3.05). Note that it is not possible to
directly compare the reported program effect sizes on test scores and grade
retention rates because the former is estimated by using a student-level
measure as the outcome variable, while the latter is estimated by using a
school-level outcome variable, which tends to overestimate program effect
sizes. For comparison, when I replicated the estimates of program impact
on test scores by using SIMCE school means as the outcome variable,
the estimated program effect sizes increased to 0.83 standard deviations
in mathematics and 0.57 standard deviations in language (from an original
0.23 standard deviations estimates in both subjects). This analysis is relevant
to compare my results with previous research on compensatory programs in
Chile; for example, Chay et al. (2005) used exclusively school-level data.

14. In analyses not reported here, I found a similar pattern for science
test scores: the TSFS Program had a statistically significant positive effect
on 2005 and 2006 students’ achievement, but the estimated program effect
size decreased from 0.29 to 0.16 standard deviations, respectively.

15. Actually, after the TSFS intervention, the government did not apply
sanctions to schools that did not meet the stated program goals.

16. Borman et al. (2003) estimated that comprehensive school reforms
needed about 5 years to significantly increase their impact on students’
academic achievement. As a way of comparison, the mentioned Chilean
P-900 program applied a 2-year cycle intervention

17. An alternative explanation is teachers’ turnover, which is a com-
mon obstacle to school improvement programs in schools serving at-risk
students. Unfortunately, although I have some impressionistic evidence
about that issue provided by TSFS consultant teams, I have no data to test
this hypothesis.
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Bellei, C., Muñoz, G., Pérez, L. M., & Raczynski, D. (2004). ¿Quién dijo
que no se puede? Escuelas efectivas en sectores de pobreza [Who said it is not
possible? Effective schools in poor areas in Chile]. Santiago, Chile: UNICEF.

Bellei, C., Raczynski, D., & Osses, A. (2010). Asistencia técnica educativa en
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APPENDIX
Variable Definition and Quantile Regression Results

TABLE A1. Definitions of Variables

Variable Definition

Outcome variables (student-level)
MATHEMATICS Mathematics SIMCE-2005 and SIMCE-2006 scores (IRT scale).
LANGUAGE Language SIMCE-2005 and SIMCE-2006 scores (IRT scale).

Student level controls
Grade repetition Dummy variable indicating whether the student has previously been retained (retained = 1).
Mother’s education Years of education of the student’s mother.
Father’s education Years of education of the student’s father.
Income An ordinal variable recording the student’s family’s monthly income, ranging from 0 (<100,000 Chilean

Pesos) to 12 (>1,800,000 Chilean pesos).
School level controls

Lang/Math 1999 Average Language/Mathematics SIMCE-1999 score.
Type of School Dummy variable indicating the property status of the school. Public = 1; Private voucher = 0.
SES index Percentage of socio-economically vulnerable students in the school (1999 and 2005). This is an official

index used to distribute free-lunch.
School’s students

SES composition
Vector of three dichotomous variables recording the aggregate SES of students in the school, based on their

aggregate family income, parental education, and percentage of vulnerable students in the school. Each
variable is coded 1 to represent the named condition, 0 otherwise: (a) SES LOW (low SES), (b)
SES MIDLOW (middle-low SES), and (c) SES MID (middle SES).

Geographical
location

Dummy variable for school location (Urban = 1, Rural = 0).

Enrollment Number of students in the school (2001 and 2005).
Grade retention Percentage of students retained in a grade (2001 and 2005).
Dropout rate Percentage of students who dropped out of the school during the academic year (2001 and 2005).
Eligible A dummy variable indicating a special school eligibility condition for the TSFS Program. Eligible = 1 if the

school’s average Language/Mathematics SIMCE-1999 score was less than 230 points and the school had
been participating in a previous publicly funded school improvement program for more than 6 years;
Eligible = 0 otherwise.

TABLE A2. Quantile Regression Coefficients (Figure 1)

Outcome variable

Mathematics Language

Model 1 without Model 2 with Model 1 without Model 2 with
Percentile covariates school-level covariates covariates school-level covariates

10th 6.81∗∗ 5.87∗∗ 8.32∗∗ 10.7∗∗∗

20th 8.75∗∗ 9.7∗∗∗ 11.71∗∗∗ 13.04∗∗∗

30th 12.64∗∗∗ 12.29∗∗∗ 14.13∗∗∗ 13.63∗∗∗

40th 12.67∗∗∗ 11.09∗∗ 15.19∗∗∗ 14.79∗∗∗

50th 14.1∗∗∗ 12.79∗∗∗ 12.36∗∗∗ 12.28∗∗∗

60th 13.4∗∗∗ 11.99∗∗∗ 13.9∗∗∗ 13.08∗∗∗

70th 10.19∗∗∗ 10.28∗∗∗ 13.03∗∗∗ 11.96∗∗∗

80th 11.83∗∗∗ 10.72∗∗∗ 11.77∗∗∗ 9.75∗∗∗

90th 8.27∗∗ 7.36∗∗ 8.48∗∗∗ 5.9∗

Note. Estimated program effect at different levels of the students’ academic achievement distribution. Difference-in-differences estimates of the
program effect at the 10th, 20th, 30th, 40th, 50th, 60th, 70th, 80th, and 90th percentile of the students’ test-score distributions in both mathematics
and language. Outcome variable: SIMCE test scores 2005; student-level analysis. Coefficients were obtained from different quantile regression analyses.
school-level covariates in models two include Lang/Math 1999 test score, Program, POST, Eligible, Urban, Public, SES 1999, Enrollment 2001, Grade
Retention 2001, Dropout 2001, Enrollment 2005, Grade Retention 2005, Dropout 2005, SES 2005, SES MID, SES MIDLOW.
∗p < .05. ∗∗p < .01. ∗∗∗p < .001.
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